
JOURNAL OF APPLIED BEHAVIOR ANALYSIS
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This paper examines Pfadt and Wheeler's (1995) suggestions that the methods of statistical
process control (SPC) be incorporated into applied behavior analysis. The research strategies of
SPC are examined and compared to those of applied behavior analysis. I argue that the statistical
methods that are a part of SPC would likely reduce applied behavior analysts' intimate contacts
with the problems with which they deal and would, therefore, likely yield poor treatment and
research decisions. Examples of these kinds of results and decisions are drawn from the cases
and data Pfadt and Wheeler present. This paper also describes and clarifies many common
misconceptions about SPC, including W. Edwards Deming's involvement in its development,
its relationship to total quality management, and its confusion with various other methods
designed to detect sources of unwanted variability.
DESCRIPTORS: research methods, applied behavior analysis, statistical process control,

total quality management, W. Edwards Deming

The research methods of applied behavior
analysis have been wonderfully useful. They
have allowed us to fruitfully address myriad
problems, and to thereby learn which interven-
tions are relatively effective for changing socially
important behaviors. In some cases they have
even allowed us to become progressively better
at addressing certain especially difficult or com-
plex problems (see, e.g., Lovaas, 1993).
The core of our research methodology was

borrowed from the experimental analysis of be-
havior. However, contrasting the current re-
search methods in the Journal ofApplied Behav-
ior Analysis to those in the Journal ofthe Exper-
imental Analysis ofBehavior or noting in Coo-
per, Heron, and Heward's book (1987) when
many of our methods were introduced will re-
veal considerable evolution in our ways of doing
research. Nevertheless, we have developed no
clear guides for evaluating new research meth-
odologies. Therefore, responding usefully to
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suggestions for different research methods is no
straightforward matter.

Ideally, we might compare our usual methods
to new ones with the primary criterion of ac-
ceptance of the new being some improvement
in our research. However, we can rarely afford
the time or resources to make such comparisons
experimentally. Therefore, we must resort to
comparing the usual methods and the new ones
according to how we predict they would affect
our work if we adopted them.

Predicting the likely effects of adopting new
methods is problematic. Even trying to make
the predictions may border on violation of cer-
tain of our principles. We say that, whenever
possible, we should decide issues by data, not
by argument. When the predicting must be
done without data, a reasonable strategy may be
to review the relevant, particularly fundamental
dimensions of our ways of doing research. Then
we would try to predict how the suggested
changes in methods would augment or detract
from those fundamental dimensions. With the
warning that such speculations are risky, I will
attempt to evaluate Pfadt and Wheeler's sug-
gestions regarding the potential usefulness of
statistical process control (SPC) in contrast to
some of the methods we usually use.

379

1995, 285 379-386 NUMBER3 (FALL 1995)



B. L. HOPKINS

Our work is characterized by interventions
that are designed to change behavior. Our base-
lines and our treatment conditions may be rel-
atively short-lived because we are interested in
how the intervention affects the behavior.
When we hold conditions constant for long pe-
riods of time (see, e.g., Fox, Hopkins, & Anger,
1987), we usually do so after we have inter-
vened and found some procedure to be effective
for the problem we are addressing. An impor-
tant question, then, might be whether the be-
havior will remain stable during or following
the intervention.
SPC methods were originally developed for

monitoring important dimensions of manufac-
tured products. However, they can be applied
to many phenomena, including questions about
whether interventions have important effects,
and whether some process is stable or perhaps
varying in some unwanted way. Therefore, SPC
can be used to address the problems of concern
in applied behavior analysis. Predicting whether
the use of SPC would likely improve on or de-
tract from applied behavior analysis requires a
more detailed examination of the methods in-
volved in the two approaches.

It will be useful to list the methods of SPC
so we can compare them to our usual ways of
doing research. The interested reader might re-
fer to a standard text on SPC (Grant, 1946).
SPC can be used in many different ways. Nev-
ertheless, the following steps are involved in
most uses:

1. Some important phenomena are observed.
2. The data that result from the observations

are plotted in graphic form.
3. After enough data have accumulated, stan-

dard procedures are used to calculate various
statistics (e.g., the mean of the data points),
with the particular statistic depending on the
purposes to which SPC is being put.

4. Further standard statistical procedures are
used to calculate levels of the data that would
occur infrequently. These levels are called con-
trol limits.

5. The control limits are plotted as horizontal
straight lines on the graph.

6. The data continue to be regularly plotted
and, if n (n 2 1; n is typically also defined with
statistical methods) successive data points fall
outside the control limits, it is assumed that
something important is happening with the
data; an intervention has an important effect or
data are drifting away from a desirable level.
An example will illustrate how these six steps

might be carried out. Assume, for example, that
a researcher or treatment specialist is interested
in how much time an insomniac infant sleeps
each day. The researcher might observe and re-
cord the daily duration of the infant's sleeping,
plot the resulting data in graphic form, calculate
the mean daily duration of sleeping, use statis-
tical methods to calculate daily durations of
sleeping that would be relatively rare, and plot
these rare durations as control limits on the
graph. Statistical calculations might suggest that
five successive data points falling above the up-
per control limit or below the lower control
limit would be rare. Therefore, if the researcher
or applied specialist developed some interven-
tion designed to increase sleeping and, subse-
quently, five successive data points fell above the
upper control limit, it would, following SPC
conventions, be interpreted as an indication
that the intervention had usefully increased the
daily duration of sleeping. Alternatively, if sleep-
ing had been increased for some time to a use-
fully high level, these graphic and statistical
methods could be used to monitor the stability
of the high level of sleeping. Then, if five suc-
cessive data points fell below the lower control
limit, it would, following SPC conventions, be
interpreted as an indication that something
about the conditions yielding the low rate of
sleeping had changed so that some farther in-
tervention might be appropriate.

I will emphasize two fundamental character-
istics of our general research strategies in com-
paring SPC methods to our usual practices.
First, our general research strategy is an inter-
active one Johnston & Pennypacker, 1993).
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We interact with our subjects or clients through
our data that have been transformed into graph-
ic pictures reflecting important dimensions of
their behavior. Depending on how our subjects
or clients behave, as indicated by our graphs,
we wait, intervene, or modify our interventions.
Or we may maintain our interventions for an
indefinite period of time, if the data indicate
that the problem we addressed continues to be
satisfactorily improved.
Our subjects and clients affect our behavior

by the way they behave. We, in turn, affect their
behavior with our interventions. We help them
by solving behavior-dependent problems. They
educate us about what does and does not pro-
duce desired behavior. The graphs of our data
allow frequent inspection of the behaviors on
which we focus and, if indicated, frequent
changes in procedures. The interactive nature
of our research is arguably important to our
success. We intervene when data indicate it is
warranted and maintain our procedures when
the data indicate success. Intervening when it is
warranted can include changing from an inad-
equate intervention to one that may be more
useful.

SPC, in itself, is not explicitly interactive.
However, it advocates frequent observation and
accurate data collecting and plotting (the first
two steps, above) that are prerequisites for an
interactive strategy. In this respect it is compat-
ible with applied behavior analysis and could be
used to support an interactive strategy. How-
ever, unless a researcher or treatment specialist
were well trained in applied behavior analysis,
SPC would not provide a usefully complete
treatment or research strategy. Therefore, at
best, SPC should be considered to be ancillary
to applied behavior analysis. This appears to be
what Pfadt and Wheeler (1995) are proposing,
that SPC be used "for" applied behavior anal-
ysis.
The second fundamental characteristic of our

research is our intimacy with our subjects' and
clients' behaviors Johnston & Pennypacker,
1993). This intimacy also can easily be seen in

our research methods. We spend much time
and effort observing the behaviors of interest.
In observing these behaviors, we stand back just
far enough to ensure that the resulting data are
dependable. We sprinkle our research files, our
offices, and our journal articles with graphs of
important behaviors and their products. By
watching our graphs, we maintain intimate re-
lationships with our clients.
As noted above, proponents of SPC advocate

frequent accurate observation of important phe-
nomena, graphic displays of the data, and reg-
ular inspection of these data displays. In data
collection and display, SPC appears to be as
supportive of intimacy as applied behavior anal-
ysis is.

Other ways in which we try to maintain in-
timacy with the behaviors we manage and
study, however, diverge drastically from what is
common in SPC. We have rejected notions
such as intrinsic variability and statistical con-
trol of variability. We assume that all variability
of behavior is a function of natural variables. If
control of the variability is important, we search
for the environmental sources of variability.
This forces us into additional intimate relation-
ships with the behaviors of our subjects or cli-
ents, and these relationships may yield further
understanding of interactions between environ-
ment and behavior. Pfadt and Wheeler (1995)
and other proponents of SPC assume that vari-
ability within the control limits is acceptable
variability. This assumption would likely reduce
intimacy.

Pfadt and Wheeler's (1995) example of the
woman who had to be restrained and protected
from tearing off and swallowing her fingernails
or protected from ingesting objects that re-
quired surgical removal illustrates how SPC re-
duces intimacy and, in my opinion, yields ap-
parently poor decisions about interventions.
The authors provide SPC analyses of four dif-
ferent kinds of data. The SPC analyses of fre-
quency and duration data yield opinions that
the behavior is "stable" and "in statistical con-
trol." The analysis of interresponse-time data
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yields the observation that there was one pe-
riod of "improved functioning," and the anal-
ysis of instantaneous rates yielded the sugges-
tion that "special (unwanted) influences" may
have been present on two occasions. Despite
the fact that it had been necessary to restrain
the woman up to five times per day to keep
her from ingesting harmful objects, Pfadt and
Wheeler never observe that the treatment was,
at best, only partly effective and should have
been augmented or changed in some way.
Abandoning a statistical rule for more inti-

mate considerations of what might have been
useful and harmful would have likely better
served this woman and provided us with an op-
portunity for possibly learning something about
intervening in such cases. The more intimate
relationship with this woman's problems might
have included considerations of the value of do-
ing something about her problems and a review
of potential interventions and their costs. Treat-
ment considerations might reasonably have sug-
gested that some intervention should have been
begun after the first day, during which there
were four instances in which she had to be re-
strained for self-injury. If some weighing of
treatment and research considerations yielded a
decision to postpone an intervention until base-
line responding could be better characterized,
that intervention would probably have been
started sometime between Day 5 and Day 9.
Such considerations could have led to help for
this woman or to our learning more about treat-
ing such cases. SPC yielded the passive judg-
ment, and no intervention for humanitarian or
research purposes was recommended during the
30 days for which Pfadt and Wheeler (1995)
present data.

It is important to note that we have usually
refused to allow relatively automatic processes
such as statistics to yield decisions about the
importance or long-term effectiveness of an in-
tervention. Our methods again favor a more in-
timate process in which a researcher or treat-
ment expert looks at many considerations, in-
cluding the importance of the problem, the val-

ue of apparent improvements in the behavior,
magnitudes and costs of effects, reliability of the
data, trends and variability of the behavior, and
the likely effectiveness and costs of alternative
treatments.

SPC, in contrast, again promotes the use of
methods that are relatively less intimate. The
use of statistically derived rules for deciding the
importance of an intervention or whether a pre-
viously stable performance is deteriorating
would again be expected to reduce intimacy.
The fact that some of the statistical calcula-

tions require many data points before upper and
lower control limits, for example, can be cal-
culated, reduces intimacy in a rarely recognized
but potentially very important way. It postpones
a decision about the importance ofvarious char-
acteristics of the data until sufficient data have
been collected to provide stable statistics.
Wheeler and Chambers (1992) provide a useful
discussion of this characteristic of SPC. Applied
behavior analyses sometimes also require tor-
turously long baselines before decisions about
stability of the data are reasonable. However, as
a general rule, baselines must be longer to sat-
isfy statistical requirements. In addition, the
SPC decision that a baseline is sufficiently long
will be based solely on statistical considerations,
whereas applied behavior analyses will involve
the more intimate considerations described
above.

This introduces a very fundamental point
about SPC. If a narrow SPC approach is used,
what is and is not acceptable is statistically de-
fined. In contrast, the first paper on SPC (Shew-
art, 1931) described "design specifications" as
being different from statistically defined control
limits. Design specifications were the practical
limits for an important dimension of a manu-
factured product. Examples might be how large
or small a piston could be before a motor
wouldn't run or how much water a soup could
contain before its taste or texture would be se-
riously compromised. Shewart explained how
the design specifications were more fundamen-
tal considerations than the statistically defined
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limits. So too are our design specifications. If
we are to maintain our allegiance to making
socially important changes in behaviors (see
Baer, Wolf, & Risley, 1968), we must keep so-
cial importance, not statistical significance, de-
fining what is and what is not acceptable. Con-
sidering social importance forces us into more
intimate contact with the variables that would
more usefully influence our research and treat-
ment decisions.

It could be argued that Pfadt and Wheeler's
(1995) failure to recognize the woman's need
for treatment is simply poor SPC rather than a
reflection of a fundamental problem with SPC.
However, my argument is that following statis-
tical rules rather than engaging in more inti-
mate considerations is likely to yield research
and service results like those Pfadt and Whee-
ler's cases exemplify.

Regarding Pfadt and Wheeler's (1995) ex-
ample of the 30-year-old man with mental re-
tardation who had "aggressive outbursts," allow-
ing this behavior to continue for 60 days is eth-
ically questionable. That behavior was out of
control, in the sense of social importance, on
Day 1.

Waiting several days to define control limits
statistically will reduce intimacy. Using control
limits rather than the design specifications in-
volved in social importance will also reduce in-
timacy. The reduction in intimacy yields poor
treatment and research decisions.
The calculation and use of statistics (the last

four steps of SPC described above) would re-
duce the intimacy between applied behavior an-
alysts and the problems they seek to ameliorate
and understand. Some of the examples present-
ed by Pfadt and Wheeler (1995) illustrate this
reduction in intimacy and the kinds of unfor-
tunate treatment and research decisions SPC
can yield.

In summary, some of the methods of SPC
are already a part of applied behavior analysis.
The new methods SPC would bring to applied
behavior analysis would likely detract from
what we already do.

Distinguishing SPCfrom
Other Methods
SPC and some other procedures for promot-

ing product and service quality are often con-
fused. Therefore, it is important to differentiate
among them.
SPC was developed and popularized in the

1930s by Walter A. Shewart (1931, 1939). Sta-
tistical process control was misnamed. The pro-
cedures have nothing to do with controlling
anything. Rather, they have to do with methods
for statistically analyzing data on the products
of some processes. The results of the analyses
are most often used with the goal of facilitating
decisions about whether the products are being
made as wanted or whether the processes pro-
ducing them may need to be changed in some
way. The controlling, itself, involves something
other than statistical procedures.
A number of management philosophies and

procedures are sometimes associated with SPC.
Particularly notable among them today are W
Edwards Deming's views on management as de-
scribed by total quality management (TQM).
In the United States, Deming became some-
thing of a legend in the 1980s and early 1990s,
and legends are often the subject of misunder-
standing. Deming has been credited with in-
venting SPC and various SPC procedures, first
convincing the Japanese to improve the quality
of their products, setting the Japanese on the
road that led to their supremacy in the quality
of manufacturing in several areas, introducing
SPC to the Japanese, and developing enor-
mously effective management methods.
Two accounts of some of Deming's work ap-

pear to be definitive and are consistent (Mann,
1989; Neave, 1990). The following should be
considered no more than a third-hand digest.
First, despite some misattributions (see, e.g.,
Muchinsky, 1993), Shewart, not Deming, in-
vented SPC. Deming, however, was one of the
early proponents of SPC. He wrote a number
of early books and papers in the field (Deming,
1942, 1944; Deming & Birge, 1934) and is
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credited with editing Shewart's 1939 paper.
Deming took a job with the National Bureau
of the Census in 1939 and is credited with
many improvements in the efficiency of the
Bureau's operations. During World War II, he
and other statisticians set up courses to teach
American industrialists the methods of SPC as
a part of the war effort. This group is credited
with some improvements in selected industries.
However, Deming felt that the gains made dur-
ing the war were not sustained after the war,
perhaps because there had not been a commit-
ment to SPC by top management.
Deming clearly did not persuade the Japa-

nese, soon after World War II, that their eco-
nomic future lay in the direction of improved
quality of production. The Union of Japanese
Scientists and Engineers (JUSE) was formed in
1946 with a broad mission of helping with the
industrial reconstruction of Japan. A deserved
reputation for poor-quality manufacturing was
recognized as an important problem by JUSE
members. These members were apparently in-
strumental in beginning a serious quality move-
ment in the late 1940s and hosted a number of
applied statisticians who consulted with them
and surely lectured on statistical quality moni-
toring methods. Meanwhile, Deming was twice
invited by General Douglas MacArthur to serve
as an advisor to the Japanese census.

During his visits with census personnel, Dem-
ing met some of the members ofJUSE and was
invited to visit them in 1950. Deming visited
and lectured in four major cities to managers and
engineers and finally asked to meet with top-
level managers. He met with the presidents of
21 ofJapan's leading companies in a first meeting
in the summer of 1950 and lectured to about
500 of them within the next year. By December
1950, the JUSE Board of Directors established
the Deming prize to honor Deming's contribu-
tions and to recognize an annual recipient or-
ganization that made notable efforts to improve
the quality of production. Exactly what hap-
pened during Deming's first lectures to the top
industrialists of Japan is not recorded. However,

he obviously began going beyond SPC to talk
about broad company commitment to quality
and the importance of listening to customers'
wishes in all industrial efforts.

During the first three decades following
World War II, several Japanese industries came
to be the dominant forces in a number of areas
such as the manufacturing of automobiles, cam-
eras, and electronics. The high quality of their
manufactured goods contributed to their dom-
inance in the relevant markets. The leaders of
several industries have credited Deming with
being an important force in their efforts to im-
prove the quality of their manufacturing. For
example, three pictures hang in the lobby at
Toyota's headquarters in Tokyo. One is a picture
of the company's founder. A second, of the
same size, is of the current chairman of the
company. A third and larger picture is of W
Edwards Deming.

By the early 1980s, it was clear that many
American manufacturers were in trouble. Many
of their products were not as good as those of
international companies at the very time that
improved communications and transportation
were making much of the world one enormous
and competitive market. Deming arrived on
this scene much more as a teacher of business
philosophy and management than as a teacher
of statistical process control. His book Out of
the Crisis (1982) espousing his management
views became a big seller, and he spent much
of the rest of his long life lecturing and con-
sulting about his views on managing for quality
of products and services.
The details of Deming's advice on business

philosophy and management have been pre-
sented many times and have been discussed in
this journal (Mawhinney, 1992; Redmon,
1992). They are a mixture of philosophical
statements (e.g., "Create constancy of purpose
toward improvement of product and service,
with the aim to become competitive and to stay
in business, and to provide jobs"), management
advice (e.g., "Institute training on the job"),
and behavioral nostrums (e.g., "Drive out fear
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so that everyone may work effectively for the
company") (Deming, 1982, P. 23). In addition
to Deming's basic rules, he provides a descrip-
tion of "the deadly diseases," such as an em-
phasis on short-term profit and a lack of con-
stancy of purpose, and the "obstacles" such as
"hope for instant pudding," a hope that quality
and productivity can be obtained quickly by
simple affirmations of intent (Deming, 1982).

In the mid and late 1980s in the U.S., a clear
movement developed with Deming as its fig-
urehead but with many other people involved.
This movement became a bandwagon, and the
general form of the movement became known
as TQM. The movement became so popular
that a very large percentage of consultants to
business must have been forced to say that they
knew and could teach other people about
TQM. TQM, and Deming's advice on business
philosophy, management, and behavior, are of-
ten talked about in the same lectures and writ-
ten about in the same books as SPC. However,
they are not SPC.
As far as I know, Deming's advice has never

been translated into technologically replicable
procedures and tested in reasonably controlled ex-
perimentation. There are numerous claims that
various companies owe particular successes to De-
ming's recommendations. For example, see Agu-
ayo's (1990) description of Ford Motor Compa-
ny's successes soon after Deming began working
with them. However, it is unknown what oc-
curred at Ford, what parts of many changes made
at Ford were attributable to Deming's advice, and
what, if any, effects resulted from Deming's ad-
vice. Perhaps the most amazing aspect of TQM
and Deming's views is the fact that they became
so enormously popular in the absence of hard
evidence that they were useftil.
As one business fad fades and another be-

comes stronger, procedures from the older em-
phasis often appear to become incorporated
into the new. Therefore, it sometimes becomes
difficult to understand exactly what constitutes
the new. This has clearly happened in the case
of SPC.

Many other procedures that may have some
use for various problems associated with quality
have been described as SPC by various authors.
Pfadt and Wheeler (1995) mention several of
these, for example, flowcharts, Pareto charts,
and cause-and-effect diagrams. A flowchart is a
simple chart that visually displays the steps in a
process. Constructing such a chart might pro-
vide some suggestions about where to look for
what may be going wrong in a defective prod-
uct or unsatisfactory service. A Pareto chart is
a bar chart that lists possible causes for some
result and plots the number of instances that
each cause has been suspected to be a culprit
for some problem. A Pareto chart yields a rank-
ing of the possible causes so that one might
concentrate first on the causes more frequently
suspected to be problems. One might first try
to fix the most frequently occurring ones. A
cause-and-effect diagram lists all the suspected
causes of a particular problem and groups them
according to categories. These methods are used
to try to identify which processes to change
when a product or service is not satisfactory.
They might be used in conjunction with SPC
or applied behavior analysis or any other meth-
od for monitoring the data that reflect one or
more dimensions of a product or service, but
they are not SPC methods.

Conclusions
Statistical process control shares some of the

features of applied behavior analysis. The SPC
emphasis on data collection and graphing could
support an interactive research strategy like that
featured in applied behavior analysis. However,
in using statistically derived rules for deciding
the effectiveness of interventions or the stability
of data, SPC would reduce the intimacy that
exists between applied behavior analysts and the
socially important problems they address. This
reduction in intimacy could lead to relatively
poor treatment and research decisions. Pfadt
and Wheeler (1995) present cases and data that
illustrate how following statistical rules results
in treatment or research decisions that are prob-
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ably poor. Because of this reliance on statistics,
SPC would likely only detract from applied be-
havior analysis.
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